
Sayan Ranges, and Tian Shan, which skirt the
border regions of Russia, Mongolia, China, and
Kazakhstan (Fig. 4E). These mountain waves
are present at all heights, reaching the upper-
most levels of the stratosphere (Fig. 4C). There
is also evidence of more isolated mountain
wave activity over the Alps and the Alaska-
Yukon region. Mountain waves are largely
absent in both the observations and model
results over other mountainous regions,
such as western North America, the Hima-
layas, Greenland, and Scandinavia. This
absence occurs in the MWFM results be-
cause regional winds inhibit mountain
wave propagation into the stratosphere.

Despite the basic similarities, specific dif-
ferences between the CRISTA data and
MWFM results are also evident in Figs. 3 and
4. Shortcomings in the model may be impli-
cated here, highlighting the potential value of
observations such as these in improving glob-
al mountain wave parameterizations.

Figure 4C also shows large T̂ amplitudes at
z 5 45 km at the northernmost latitudes, which
cannot be explained in terms of polar mountain
waves (Fig. 4F). This observation is consistent
with large gravity-wave amplitudes observed
previously in ground-based soundings of the
high-latitude winter upper stratosphere (28).
The feature has been attributed to enhanced
exp(z/2Hr) amplitude growth of weaker “back-
ground” gravity-wave activity, due to the tem-
perature structure of the winter polar strato-
sphere (13, 29), although longitudinal asymme-
tries in stratospheric winds can modulate the
effect substantially (30). This indicates that
CRISTA measured gravity waves from sources
other than mountains as well.
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Enhancement of Interdecadal
Climate Variability in the Sahel

by Vegetation Interaction
Ning Zeng,1* J. David Neelin,1 K.-M. Lau,2 Compton J. Tucker 2

The role of naturally varying vegetation in influencing the climate variability
in the West African Sahel is explored in a coupled atmosphere–land-vegetation
model. The Sahel rainfall variability is influenced by sea-surface temperature
variations in the oceans. Land-surface feedback is found to increase this vari-
ability both on interannual and interdecadal time scales. Interactive vegetation
enhances the interdecadal variation substantially but can reduce year-to-year
variability because of a phase lag introduced by the relatively slow vegetation
adjustment time. Variations in vegetation accompany the changes in rainfall,
in particular the multidecadal drying trend from the 1950s to the 1980s.

The rainfall over the West African Sahel region
(1) shows a multidecadal drying trend from the
1950s to the 1980s and early 1990s, as well as
strong interannual variability (Fig. 1A). Causes
proposed to explain this dramatic trend include
global sea surface temperature (SST) variations
(2–5) and land use change, that is, the deserti-
fication process (6, 7). Because vegetation dis-

tribution tends to be controlled largely by cli-
mate (8, 9), and surface property changes can
affect climate by modifying the atmospheric
energy and water budget (10–13), it is reason-
able to propose that dynamic vegetation-climate
interaction might influence decadal climate
variability substantially in a climatically sensi-
tive zone such as the Sahel. We tested this
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hypothesis in a coupled atmosphere–land-veg-
etation model of intermediate complexity.

The atmospheric component of the model is
the Quasi-equilibrium Tropical Circulation
Model (QTCM) (14, 15), which is coupled to
the land surface model Simple-Land (SLand)
(15). The QTCM simulates a seasonal climate
over the Sahel that is close to observations and
that compares favorably with current atmo-
spheric general circulation models (GCMs).
We modeled the major effects of a varying
vegetation on climate through its control of the
evapotranspiration process and modification of
surface albedo with SLand. Other effects, such
as surface roughness and modification of soil
properties, were not considered.

Vegetation growth in the tropics responds
mostly to the interannual variations of water
availability and is less influenced by tempera-
ture and nutrient limitation on these time scales
because of the relatively large rainfall variabil-
ity there. The central equation in the dynamic
vegetation model is a biomass equation driven
by photosynthesis and vegetation loss

dV

dt
5 ab~w!~1 2 e2kL! 2 V/t (1)

where t is time, a is a carbon assimilation
coefficient, b is the soil moisture dependence
as used in the original SLand, w is soil wet-
ness, L is the plant leaf area index (LAI), and
k is the extinction coefficient of photosyn-
thetically active sunlight taken as 0.75. The
vegetation time scale t is set to 1 year. This
equation is similar to the biomass equations
used in models with more explicit vegetation
dynamics (16–19). V is interpreted as vege-
tation amount or leaf biomass, and it is nor-
malized between 0 and 1. The LAI is as-
sumed to be directly proportional to V as L 5
LmaxV, where Lmax is a maximum LAI of 8.
The carbon assimilation coefficient a takes a
value such that V 5 1 at equilibrium (dV/
dt 5 0) and without water stress (b 5 1).
This model does not explicitly include plant
competition nor does it consider species-spe-
cific characteristics such as resource alloca-
tion. Seasonality is not explicitly modeled for
V, so Eq. 1 represents variation on the back-
ground of a mean seasonal cycle.

The original version of the land model
was modified to account for the effects of
leaf-to-canopy scaling (20) so that the canopy
conductance gc for evapotranspiration is

gc 5 gsmaxb~w!~1 2 e2kL!/k (2)

where gsmax
is a leaf-level maximum conduc-

tance. Note that photosynthesis and evapo-
transpiration are closely related in Eqs. 1 and
2 (20). Besides modifying evapotranspiration
through Eq. 2, vegetation also changes land
surface albedo A as (21)

A 5 0.38 2 0.3~1 2 e2kL! (3)

This corresponds to an albedo of 0.38 at V 5
0 (desert) and 0.08 at maximum vegetation
V 5 1 (dense forest). Thus, vegetation feeds
back into the atmosphere by modifying
evapotranspiration and surface albedo
through Eqs. 2 and 3.

In order to identify the relative importance of
oceanic forcing as represented by SST, land
surface, and vegetation processes, we performed
a series of model experiments, starting from a
run in which both land and vegetation were
interactive. In this realistic case, designated
AOLV, the atmosphere, ocean, land, and vege-
tation all contribute to variability. The monthly
output from this run was then used to derive a
vegetation climatology that has a seasonal cycle
but does not change from year to year, which
was used as a model boundary condition for the
second run, designated AOL. The output of the
run AOL was then used to derive a soil moisture
climatology that was used to drive the third
experiment, AO. In all these three runs, the
coupled atmosphere–land-vegetation model is
driven by the observed monthly SST from 1950
to 1998 (22). All three start from an initial
condition taken from an interactive land-vege-
tation run forced by a climatological SST. The
modeled annual rainfall over the Sahel from
these experiments is shown in Fig. 1, B through
D.

Compared to the observations in Fig. 1A,
the AO run forced by interannually varying
SST but with noninteractive soil moisture and
vegetation (Fig. 1B) shows a weak interan-
nual variation and a much weaker interdec-
adal signal, although a drying trend can be
seen from the 1950s to the 1980s. The inter-
active soil moisture (Fig. 1C) appears to in-
crease this interdecadal drying trend into the
early 1990s. The simulated soil moisture
shows a high degree of correlation with pre-
cipitation. The amplitude of interannual vari-
ation is also larger in general, in agreement
with other studies (23–25).

Allowing vegetation feedback to the atmo-
sphere in AOLV substantially enhances the
decadal rainfall variability (Fig. 1D). The wet
periods in the 1950s and the dry periods in the
1970s and the 1980s stand out and are more like
observations of actual conditions. Compared to
the noninteractive vegetation case, AOL, the
interannual variability does not show enhance-
ment. In some cases, the year-to-year change,
such as from the dry 1987 to the relatively wet
1988, is actually reduced because the slowly
responding vegetation is still low from the pre-
vious drought. This complicated lagged rela-
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Fig. 1. Annual rainfall anom-
aly (vertical bars) over the
West African Sahel (13N-
20N, 15W-20E) from 1950
to 1998. (A) Observations
from Hulme (1). (B) Model
with noninteractive land
surface hydrology (fixed soil
moisture) and noninterac-
tive vegetation (SST influ-
ence only, AO). Smoothed
line is a 9-year running
mean showing the low-fre-
quency variation. (C) Model
with interactive soil mois-
ture but noninteractive
vegetation (AOL). (D) Model
with interactive soil mois-
ture and vegetation
(AOLV ). Also plotted (as
connected circles, labeled on
the right) are (A) the nor-
malized difference vegeta-
tion index (NDVI) (31), (C)
the model simulated annual
soil moisture anomaly, and
(D) the model simulated LAI
anomaly. All the anomalies
are computed relative to the
1950–98 base period, ex-
cept that the NDVI data is
relative to 1981.
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tionship between vegetation and precipitation is
also seen in the observations (26), but our
understanding of vegetation dynamics and the
modeling tools available are not sufficient for a
precise assessment of the reasons for this. Vari-
ation in rainfall drives a similar trend in vege-
tation through vegetation growth or loss (Fig.
1D). The vegetation lags slightly behind the
rainfall, and its variation is also smoother, al-
though these tendencies are not very strong,
because the 1-year vegetation time scale used in
the model runs is comparable to the time reso-
lution of the plot.

To assess the internal climate variability
in the model, additional nine-member ensem-
ble runs have been conducted corresponding
to each of the three cases above. The member
runs in an ensemble differ only in their initial
atmospheric and soil moisture conditions. We
used the Sahel rainfall difference between the
wet period 1950–67 and the dry period
1968–87 as an indicator of the amplitude of
the interdecadal variation. Successive ampli-
fication of the decadal trend occurs with the
inclusion of interactive soil moisture, espe-
cially vegetation (Fig. 2). However, even the
AOLV ensemble still tends to underestimate
the observed decadal trend, and the case
shown in Fig. 1D is on the high side of the
distribution. Furthermore, the scatter among
the ensemble members also increases when
additional feedbacks are included. Interactive
vegetation increases the variance even though
initial vegetation conditions are identical in
these runs.

The interactive vegetation modifies the
precipitation through a chain of positive
feedback loops. For instance, decreased
rainfall leads to less water availability and
reduces vegetation, which in turn leads to
higher surface albedo and reduced evapo-
transpiration. This weakens the large-scale
atmospheric circulation by reducing the en-
ergy and water flux into the atmosphere
column, thus further decreasing the local
rainfall (6, 10, 12, 27 ).

The dynamic nature of the vegetation-
climate interaction can be understood more
precisely in a linear system by simplifying
these feedback processes

dV9

dt
5

aP9 2 V9

t
(4)

P9 5 mV9 1 F0e
ivt (5)

Here V9 and P9 are perturbations in vegetation
and precipitation, respectively, and they ap-
proximate the interannual and interdecadal
anomalies shown above. The coefficients a and
m represent the strength of the local interaction
between vegetation and the atmosphere. Equa-
tion 4 is a linearized version of the biomass
equation (Eq. 1) because soil moisture is forced
by precipitation. A similar expression was de-
rived by Brovkin et al. (28). Equation 5 approx-
imates the vegetation feedback to rainfall
through changes in surface albedo in Eq. 3 and
evapotranspiration in Eq. 2. Rainfall is sinusoi-
dally forced at a frequency v and an amplitude
F0, representing the SST-induced change in the
large-scale atmospheric circulation.

The dependences on v of the amplitude of
P9 and phase lag f are shown in Fig. 3 (29). At
low-frequency forcing (vt3 0), vegetation has
enough time to establish a near equilibrium
with the precipitation, so the precipitation is
enhanced by a factor of 1/(1 2 am) with little
phase lag. This explains the amplification of the
interdecadal variation of rainfall shown in Fig.
1D. At high-frequency forcing (vt3 `), veg-
etation has little time to respond to the forcing
because of its relatively long adjustment time;
therefore, the precipitation variation is mostly a
direct response to the forcing. At intermediate-
frequency forcing, the amplitude is enhanced
slightly, but the phase lag is at a maximum.
This phase lag has significant consequences for
the interannual variability. In 1988, for in-
stance, the memory in vegetation of the previ-
ous drought years has delayed and reduced the
otherwise strong wetting tendency resulting
from SST-induced atmospheric circulation
change (Fig. 1, C and D).

The modeled Sahel rainfall in AOLV
shows a correlation with observations of
0.67, a significant improvement from a 0.44
correlation in AOL. However, the year-to-
year comparison with the observations is not
as satisfactory. When we decompose the Sa-
hel rainfall time series into low-frequency

(longer than 10 years) and high-frequency
(shorter than 10 years) components, the cor-
relation with the observation is only 0.1 at
high frequency and 0.94 at low frequency for
the AOLV run. The discrepancy in the inter-
annual simulation, both in our model and in
the GCMs (4, 30), may have a considerable
contribution from chaotic atmospheric inter-
nal variability, for which model and observa-
tion can only be compared in a statistical
sense.

Although we focus on natural climate vari-
ations involving vegetation change, this does
not exclude any role anthropogenic land use
change might play. It is possible that desertifi-
cation might account for the remaining differ-
ence between the interactive vegetation run and
observations in Fig. 2 on decadal time scales,
but because the vegetation feedback acts to
amplify Sahel rainfall variability that originates
from SST variations, significant effects can oc-
cur with relatively small vegetation changes.
The change of surface albedo (not shown in
Fig. 1) on the interdecadal time scale is
about 0.03 in the experiment with interac-
tive vegetation (AOLV). This is a subtle
change compared either to the albedo
change values of 0.1 used in GCM deserti-
fication experiments (6 ) or to what could
be estimated from satellite observations in
earlier decades. Current satellite systems
will be capable of measuring this level of
variation for future decadal fluctuations.
The present results suggest the importance
of such measurements because of the role
vegetation feedbacks can play in interan-
nual and interdecadal climate variability in
climatically sensitive zones such as the
Sahel.

Fig. 2. Sahel rainfall dif-
ference between the
period 1950–67 and
the period 1968–87
for observations (solid
square) and for three
nine-member ensem-
ble runs with and with-
out interactive soil
moisture and vegeta-
tion, similar to the ones
in Fig. 1, B through D.
Open circles denote in-
dividual ensemble members with different initial conditions and hence different chaotic internal
variability. Crosshairs denote ensemble means.

Fig. 3. Response of rainfall to a sinusoidal forc-
ing in the idealized linear system (Eqs. 4 and 5),
illustrating the dependence of vegetation feed-
back on forcing frequency. The response ampli-
tude (P9/F0, solid line) and phase lag (f, in
radians; dashed line) are plotted as a function
of the forcing frequency vt (normalized by the
vegetation time scale t).
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The Gelation of CO2:
A Sustainable Route to the

Creation of Microcellular
Materials

C. Shi,1 Z. Huang,1 S. Kilic,1 J. Xu,1 R. M. Enick,1 E. J. Beckman,1*
A. J. Carr,2 R. E. Melendez,2 A. D. Hamilton2*

Compounds with strong thermodynamic affinity for carbon dioxide (CO2) have
been designed and synthesized that dissolve in CO2, then associate to form gels.
Upon removal of the CO2, these gels produced free-standing foams with cells
with an average diameter smaller than 1 micrometer and a bulk density re-
duction of 97 percent relative to the parent material.

Carbon dioxide is nonflammable, relatively
nontoxic, and naturally abundant, and is conse-
quently promoted as a sustainable solvent in
chemical processing. Carbon dioxide’s “green”
properties have provided the driving force for
development of a number of new applications,
such as replacement of organic solvents in poly-
merization (1), as a medium for conducting
hydrogenations and oxidations in the absence
of transport limitations (2), as a solvent in bio-
catalysis (3), and as a raw material in synthesis
(4). Many of these applications have been made
possible by the relatively recent discovery that
certain functional groups, subsequently denoted
“CO2-philic” (see below), enable miscibility of
target compounds with CO2 at moderate pres-
sures (5). Development of CO2-soluble surfac-

tants, for example, permits CO2-based emul-
sion polymerization and dry cleaning. The de-
sign and synthesis of CO2-philic phosphine li-
gands has spawned a number of CO2-soluble
metal catalysts. By combining concepts in
CO2-philic design with an understanding of
molecular assembly in solution, we have
generated compounds that gel CO2 at con-
centrations below 5 weight %. Creation of
gels in CO2 has allowed us to generate
cellular polymers with a bulk density ,5%
of that of the parent polymer and cells ,1
mm. Generation of gels, and more recently
foams, using CO2 thus provides a techni-
cally and environmentally satisfying solu-
tion to a material fabrication problem.

A one-step, CO2-based route for generation
of low bulk density, microcellular materials is of
particular technical interest because these mate-
rials—organic analogs to silicate aerogels—
have some intriguing applications (catalyst and
separation supports, low-dielectric materials, in-
sulation, tissue engineering scaffolds), and be-

cause current routes to organic and inorganic
aerogels involve multiple process steps and
large volumes of solvent. Commercial foaming
processes using CO2 are by contrast “greener,”
but they do not generate the combination of low
bulk density and submicrometer pore size.
These processes either add CO2 to a polymer
melt in an extruder or mix CO2 with (polyure-
thane) precursor materials before polymeriza-
tion. In either case, the pressure used is relative-
ly low (30 to 100 atm), and thus the amount of
CO2 mixed with the polymer is usually ,5
weight %. Foam with a very low bulk density
(.95% density reduction relative to the parent
polymer) is produced, but its cells can be as
large as 1 mm (6). Research conducted during
the 1980s and 1990s showed that high-pressure
CO2 (pressures up to 500 atm) can be used to
swell thermoplastic polymers by as much as
30%, and that subsequent rapid depressurization
produces a microcellular foam. Such methods
readily produce foams with cells ,2 mm, but
density reductions rarely exceed 65% (7). There
would be considerable utility in a single-step
process by which one could generate organic,
low-density, microcellular materials with a be-
nign foaming medium such as CO2.

As a means to generate low-density micro-
cellular foam, we synthesized molecules that
would dissolve in CO2 under relatively moder-
ate pressures, then associate in solution to form
gels. Previous work has shown that gels can be
created in traditional organic solvents through
hydrogen bonding (8), association between ion-
ic groups (9), or association between electron-
donating and electron-accepting moieties (10).
To form foams from such gels, it is necessary to
preserve the supramolecular aggregates created
in solution, both during and after solvent remov-
al. Although it is possible to design molecules
that aggregate in solution, for example through
multipoint hydrogen-bond formation (11), only
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