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1. Introduction

The ranked probability score (RPS) is the sum of the squared differences between cumulative

forecast probabilities and cumulative observed probabilities, and measures both forecast reliability

and resolution (Murphy 1973). The ranked probability skill score (RPSS) compares the RPS of a

forecast to some reference forecast such as climatology, oriented so that RPSS< 0 (RPSS> 0 )

corresponds to a forecast that is less (more) skillful than climatology.

Categorical forecast probabilities are often estimated from ensembles of numerical model in-

tegrations by counting the number of ensemble members in each category. Finite ensemble size

introduces sampling error into such probability estimates, and the RPSS of a reliable forecast model

with finite ensemble size is an increasing function of ensemble size (Kumar et al. 2001; Tippett

et al. 2007). A similar relation exists between correlation and ensemble size (Sardeshmukh et al.

2000). The dependence of RPSS on ensemble size makes it challenging to use RPSS to compare

forecast models with different ensemble sizes. For instance, it may be difficult to know whether

a forecast system has higher RPSS because it is based on a superior forecast model or because it

uses a larger ensemble. This question often arises in the comparison of multi-model and single

model forecasts (Hagedorn et al. 2005; Tippett and Barnston 2008). The dependence of RPSS on

ensemble size is not a problem when comparing forecast quality. Improved RPSS is associated

with improved forecast quality and is desirable whether due to larger ensemble size or a better

forecast model.

Recently, M̈uller et al. (2005) introduced a re-sampling strategy to estimate the infinite-ensemble

RPSS from the finite-ensemble RPSS and called this estimate thedebiased RPSS. Weigel et al.

(2007) derived an analytical formula for the debiased RPSS and proved that it is an unbiased
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estimate of the infinite-ensemble RPSS in the case of uncorrelated ensemble members, that is,

forecasts without skill. Here it is proved that the debiased RPSS is an unbiased estimate of the

infinite-ensemble RPSS for any reliable forecasts. It is shown that over- or under-confident fore-

casts introduce a dependence of the debiased RPSS on ensemble size. Simplification of the results

Weigel et al. (2007) show that the debiased RPSS is a multi-category generalization of the result

of Richardson (2001) for the Brier skill score.

2. RPSS and debiased RPSS

The RPS of aK-category probability forecast is

RPS =
K∑

k=1

[
k∑

i=1

Pi −Oi

]2

, (1)

wherePi is the forecast probability assigned to thei-th category andOi is one when the obser-

vation falls into thei-th category and zero otherwise. When forecast probabilities are computed

by counting the number of ensemble members in each category, finite ensemble size results in

sampling errors which increase RPS.

In the case of two categories, RPS is the Brier score. Richardson (2001) showed the depen-

dence of the Brier score on ensemble sizeM in a reliable forecast system. Tippett et al. (2007)

generalized that result to tercile categories and later (Tippett and Barnston 2008) to arbitrary num-

ber of categories as

〈RPS(M)〉 =

(
1 +

1

M

)
〈RPS(∞)〉 , (2)

indicating how decreasing ensemble size increases the expected RPS.
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The ranked probability skill score (RPSS) is

RPSS ≡ 1− 〈RPS〉
〈RPSCl〉

, (3)

whereRPSCl is the RPS of a reference forecast consisting of climatological probabilities and〈·〉

denotes average over forecasts. Sampling error causes RPSS to decrease. Using (2), the infinite-

ensemble RPSS can be expressed in terms of the finite-ensemble RPSS as

RPSS(∞) = 1− 〈RPS(∞)〉
〈RPSCl〉

= 1− 〈RPS(M)〉
〈RPSCl〉+ 1

M
〈RPSCl〉

. (4)

The strategy introduced by M̈uller et al. (2005) to estimateRPSS(∞) from RPSS(M) was to

artificially increase the error in the reference forecast by computing climatological probabilities

using the same number of samples as ensemble members and then define adebiased RPSSdenoted

RPSSD by

RPSSD ≡ 1− 〈RPS(M)〉
〈RPSCl(M)〉

. (5)

Müller et al. (2005) showed in numerical examples with reliable forecasts and tercile categories

thatRPSSD had little if any dependence on ensemble size.

Using (2), one can immediately see thatRPSSD is the same asRPSS(∞) and is indeed an

unbiased estimate for the infinite-ensemble RPSS for all reliable forecasts since

RPSSD = 1− 〈RPS(M)〉
〈RPSCl(M)〉

= 1−
(
1 + 1

M

)
〈RPS(∞)〉

〈
(
1 + 1

M

)
RPSCl〉

= 1− 〈RPS(∞)〉
〈RPSCl〉

= RPSS(∞) .

(6)
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The impact of sample size on expected RPS is multiplicative and independent of skill level. There-

fore the ratio of the RPSS of two reliable forecasts systems with the same ensemble size is inde-

pendent of ensemble size.

In Müller et al. (2005)〈RPSCl(M)〉 was computed by repeatedly sampling from the historical

record. Weigel et al. (2007) computed〈RPSCl(M)〉 analytically using properties of the multino-

mial distribution and expressedRPSSD as

RPSSD ≡ 1− 〈RPS〉
〈RPSCl〉+ D

, (7)

where

D ≡ 1

M

K∑
k=1

k∑
i=1

[
pi(1− pi − 2

k∑
j=i+1

pj)

]
, (8)

and wherepi is the climatological probability of thei-th category. In light of (4), it must be the

case that

D =
1

M
〈RPSCl〉 . (9)

To prove (9) directly, first the expression forD is simplified. From (12) of Weigel et al. (2007),

D =
K∑

k=1

var

(
k∑

i=1

p̂i

)
, (10)

where p̂i is the M -member sample estimate ofpi. Since theM -member sample estimates of

the cumulative probabilities are binomially distributed, their means areCi and their variances are

Ci(1− Ci)/M where the cumulative climatological probabilityCi is defined by

Ci ≡
i∑

k=1

pk . (11)

Therefore,D has the simple form

D =
1

M

m∑
i=1

Ci(1− Ci) . (12)
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Next〈RPSCl〉 is expressed in term of the climatological categorical probabilitiespi. Explicitly,

〈RPSCl〉 is

RPSCl =
m∑

i=1

[
i∑

j=1

pj −Oj

]2

. (13)

The expected value ofRPSCl is simply (13) summed over all possible outcomes of the observa-

tions, weighted by the probabilities of each outcome. That is,

〈RPSCl〉 =
m∑

l=1

pl

m∑
i=1

[
i∑

j=1

pj − δjl

]2

, (14)

where the Kronecker deltaδij is defined to be one wheni = j and zero otherwise. Direct manipu-

lation of this expression gives

〈RPSCl〉 =
m∑

l=1

pl

m∑
i=1

[
i∑

j=1

pj − δjl

][
i∑

k=1

pk − δkl

]

=
m∑

l=1

m∑
i=1

i∑
j=1

i∑
k=1

pl(pj − δjl)(pk − δkl)

=
m∑

l=1

m∑
i=1

i∑
j=1

i∑
k=1

pl(pjpk − δklpj − δjlpk + δjlδkl)

=
m∑

i=1

i∑
j=1

i∑
k=1

pjpk − pkpj − pjpk + δjkpj

=
m∑

i=1

i∑
j=1

i∑
k=1

δjkpj − pjpk

=
m∑

i=1

i∑
k=1

pk −

[
i∑

k=1

pk

]2

=
m∑

i=1

Ci(1− Ci) ,

(15)

thus proving (9).

3. Unreliable forecasts

However, the results above do not give any guidance about the dependence of RPSS on en-

semble size when the forecasts are unreliable. Ferro et al. (2008) derive a more general estimator
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for RPSS that is applicable to under-confident and over-confident ensembles, as long as the en-

semble members are “exchangeable.” While Müller et al. (2005) states thatRPSSD is an unbiased

estimate of the infinite-ensemble RPSS and is independent of ensemble size, there was no explicit

examination of the behavior of theRPSSD for unreliable forecasts. The behavior ofRPSSD is

investigated here in an example where the forecasts are unreliable.

A simple univariate example is considered here in which the forecasts and observations are

normally distributed. The expected correlation between the ensemble mean and observations is

r, while the expected correlation between the ensemble mean and an ensemble member isrf ; rf

measures potential predictability, the ability of the forecast model to predict itself. Explicitly, the

observations are normally distributed with meanrs and variance1−r2, denotedN(rs, 1−r2), and

the forecast distribution isN(rfs, 1− r2
f ); the distribution ofs is N(0, 1). The forecast is reliable

whenrf = r and overconfident (under-confident) whenrf > r (rf < r).

Values ofr andrf were chosen corresponding to reliable, weakly over-confident, very over-

confident, weakly under-confident, and very under-confident forecast systems, as indicated in Table

1. The expected values ofRPSS(M) andRPSSD for tercile-based categorical forecasts were com-

puted from106 simulations of the observations and forecast ensembles. Figure 1 shows the results

as a function of ensemble sizeM . Figure 1a shows thatRPSSD is, as proved, an unbiased esti-

mate ofRPSS(∞) independent of ensemble size. Figures 1b and 1c show that for over-confident

forecastsRPSSD over estimatesRPSS(∞), with the discrepancy betweenRPSSD andRPSS(∞)

being greater than that betweenRPSS(M) andRPSS(∞) for very over-confident forecasts. There

is some indication of the tendency ofRPSSD to over estimateRPSS(∞) in Figs. 3a and 3b of

Weigel et al. (2007), indicating model over-confidence. In the under-confident examples,RPSSD

slightly under estimatesRPSS(∞).
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4. Summary

The ranked probability skill score (RPSS) measures the reliability and resolution of categorical

probability forecasts relative to the climatology forecast. (Murphy 1973). When categorical fore-

cast probabilities are estimated from finite ensembles, sampling error negatively impacts RPSS

(Kumar et al. 2001; Tippett et al. 2007). Recently, Weigel et al. (2007) derived an analytical

formula for the debiased RPSS, an estimate of the infinite-ensemble RPSS in terms of the finite

ensemble RPSS, based on the re-sampling strategy of Müller et al. (2005). Here it has been proved

that the debiased RPSS is an unbiased estimate of the infinite-ensemble RPSS for reliable forecasts

only. Over- or under-confident forecasts introduce dependence of the debiased RPSS on ensemble

size. Analysis of the results of Weigel et al. (2007) show that the debiased RPSS is a multi-category

generalization of the Brier skill score result of Richardson (2001).
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FIG. 1. RPSS(∞) (thick gray line),RPSS(M) (dashed line) andRPSSD (solid black line) plotted

as function of ensemble sizeM for the cases listed in Table 1.
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reliable weakly very weakly very

over-confident over-confident under-confident under-confident

r 0.6000 0.5000 0.3000 0.7000 0.9000

rf 0.6000 0.7000 0.9000 0.5000 0.3000

TABLE 1. Values ofr = r andrf used in the numerical experiments.

14


